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Exercise 1

(a) No. Since |f| > 1, this process is not invertible:

Xt = (1 — 2L)€t
1
XMy o T
We cannot turn ﬁ into an infinite sum. Or, one con show that:
Et :Xt + 9€t—1

:Xt + 0 (Xt,1 + (9615,2)

t
= Z Qth_j + eti‘fo

Jj=0

If |0] > 1, &0 gets more important as t grows. Thus, &, cannot be recovered

from past values of X;.

(b) (i) By observational equivalence, one could estimate:

X, =& — 0, where § = 1/2; Var (&) =1

Then we also find

1 T-1 ~
X — = => Ep = 0 Xp_
t]_ _ 0L t T 4 T—j
7=0
ET (XT+1) = -0 QJXT_j
7=0



(ii) The first line directly follows from the result above. The jump to
the second line is legal because X;.7 are known, therefore they have

no variance.

T-1
Var (X7,1) = Var <5T+1 — Z éjXTj)
§=0
= Var (epqq) =1
Exercise 2

Did not cover this in lectures

Exercise 3

Correlated errors. Use the Kalman Filter derived in exercise session 2:

We | iq 0 R G vy = A Xy + H'é 4wy
Uy 0ol | ¢ Q & =F& 1+

Here: R=1,Q0Q=2,G=1,AX;,=0;F=1,H =1
Si—1jt-1 = 3; Pr—1jp-1 = 0.5y, = 2

# | Variable Formula Value
| e F& 1 3

2 | Vi A'Xy 4+ H'§p 3

3 | P FP_ 11 F' +Q 2.5

4 | hy HPy H+R+HG +GH | 55

5| Ky (P H+G) - bt 0.64
6 | m Y — Y -1

7| &y tfje—1 + Ky 2.36
8 | Py Pyi—1 — K¢ (P H + G) 1.08




Therefore:

ft‘t - 236
Pt‘t == 108

Exercise 4

(a) OLS:

E (S(Ztut> =E ((5t+1 + 5t+2) Ut) =0

Unfortunately, (z;u:} is not a martingale difference sequence:

E (zyue | Q1) = E ((e141 + 142) (Pu—1 +€4) | Q1)

= E (pui—16141 + du—16140 + €16141 + €16142 | Q1)

What is ;1 in this case? {u]}zj) and {xj};.;é.

Then, we can find:

Ty 1= €+ E¢41

Tig =€-1+ &
= recover €441 £ &

To=€1 + &2

: t—1

Using {u;}; o &1=w — guo

Since we are able to recover ;41 + €1, and €1, we can also recover all
t+1

{e; };1. Therefore, €441 € €01 and &, € ;1. Thus, we conclude that
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E (Itut | Qt_1> # 0

Thus, we have that:

Now, we must find all A;:

A =E (xgu?) =E (xf) E (uf) =20? . ¢? (1- ¢2)71
/\1 =E (a:txt_l) E (utut_l) = 02 . ¢02 (1 — ¢2)71
Aj=0 Vj>2since E(x2—;) =0 Vj>2

We can then find the sum we were looking for:

> A =202 0% (1-¢%) " (1+¢) =

j=—o00

204

l1—¢

Also:

Conclusion:

(b) We know that

A 1 1
B“’N(ﬁ’?z(l—qﬁ))

Thus, we construct the following C'T :



. 1 1 . 1 —2

j=-1

1
=0.08 + 1.96\/4—00(2.43 +6.15 + 2.43)(1.95)~2

= [~0.087;0.247]

Since 0 € Clys, we cannot reject the null hypothesis.

Exercise 5

T t u

DN DI

t=1 u=1 j=1

) T 1 T 1i 1 i
T2 Y, == D e — AR
; t Tleuzl\/lej

t=

The blue block is analogue to what we saw in class. Let £(t/T) =
T=1257  ,(t/T), and &7 (s) the function that linearly interpolates between
these points, then &7(s) 4 W as 02 = 1 in this case. W is a Wiener process.

As we are summing over n observations, we have

e 1 o u
_Z_Zgj i>/I/Vsds
Tu:lﬁjzl 0 (s)

And now, sum this over all ¢, then we get

T T t u 1 u
) 11 1 .
T 5/223@ = ?ZTZ—\/TZ@ —>/ / W (s)dsdu
t=1 t=1 u=1 j=1 0 0




Honoré
Exercise 1

(a) Solve the maximization problem:

moxE (=2 ) ()

m>0 m
1 1
FOC: E(Y)— — — =0
m m

=m=EY)=pu

(b) Solve the maximization problem:

ml?x; ) In(f (z;,b))

FOC: Y —yif (20,0) 7 f (23, 0) = f (w,0) " f' (i) = 0
i=1

ST (0ef (@i b) 4 1) S (b)) (ish) = 0

=1

No clue how to continue

Exercise 2

No clue. I don’t think we looked at ordered logit in lectures.

Exercise 3
PD=1)=a EVi|D=1)=10 E(Yy|D=0)=5
0<Yy <Y, 0<Y; <15



al0+ (1—a)0 <E (V)
E (Y1) < al0+ (1 —a)l5

= 10a < E (V7)) < 15 - ba

(1-a)5+ a0 < E(Yp)
E(Yy) < (1 —a)5+alb

=5—-5a <E(Yy) <5+ 10«
By these conditions, we conclude that:

E (Y — Yy) € [15a — 5,10 — 150]

Size of interval:

15 — 5 — 10 4 15a = 30cx — 15

Smallest if size is zero: o = 1/2

Exercise 4

(a) Instead of regressing the mean, one wants to find a quantile. Let’s say
one is interested in the median (50% quantile) effect that smoking has
on the risk of lung cancer. Then, one would run a quantile regression,
and would obtain the constant (risk of cancer for non-smokers), and /3

(the median increase in risk for smokers).

(b) Say, one has data that does not fit the linear model very well. Instead of
going non-linear one could run multiple linear regressions on subsets of
the data.

Exercise 5

Difference the model:

Use the information on E(e | x).



E (A&ig | Ilis) =0 fors= 1, 2
E (A€i2 ’ .%'21'5) =0 fors=1

Thus, we found 3 moment conditions. The model is over-identified if

dim (x1;) + dim (x9) < 3. Le. only if z1;; & w9, are scalars.
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Exercise 1

Kalman Filter equations:

F=09 H=R=Q=1

Var (z;) = ] —10.81 = 5.263
# | Variable Formula Value
L | 2y (p1) F-E(xzi1 | y14-1) | O
2 | Y (112) H - 0
3 | Py (X11) F?.V(z) +Q 5.263
4 | hy (392) H?Py1 + R 6.263
5 | K, (2122521) Py—1-H-h'! 0.840
6 | m (22 — p2) Yt — Yt|t—1 1
T | Ty (E (21]22)) | @epp—1 + Keny 0.840
8 | Py (V (z122)) | Pyjg—1 — KeHPy—q | 0.841

(a) Since everything is normally distributed, we find:

1 1 m2
f e @ Y ) v 2mhy P { 2 ht]

1 { 1 y? ]
V216.263 26.263
Remember, we don’t know y; in (a).

(b) Also a normal distribution. Thus:



2
1 1 (xt — xt|t)
1l =0y =2) = ————exp |-t
f(xt ’ Yt Ti—1 Yi—1 ) \/T_Pt‘texp [ 2 Ptlt
o1 1 (z; —0.84)°
= ———=¢€X _—_
v 2m0.841 2 0.841

Exercise 2

Could not solve this, here’s what I did:
Ye|zio1 = T w1 + vy

P(I’t:1|fﬂt_1:0):().2
P(I’t:O|l’t_1:O):O.8
=f(z; | 21 = 0) = 0.27 - 0.8

f el yie) =f e lze =1) P (v, =1 y14-1)
+f (e | =0)P(z: =0 Y1)
=f(1+4+wv)-02+ f(vy)-0.8
0.2 1

v exp {—5 (s — 1)2] + \(}287 exp {—%yf}

Exercise 3

(a)
Var (z;) =1+4 =5 from & S N(0,1)

Var (z;) = (14 6%) 0,27 from MA(1)

Combine the two:
5= (14060,

10



Also get auto-covariance:

Cov (x4, x441) = Cov (g + 2641, €441 + 26¢)
= 2Cov (g4,64) = 2

Cov (zy, x441) = Cov (ny + 011, g1 + Ony)
=0 Cov (ng,m;) = 9072]

Combine the two:

Plug (2) into (1):

2
5=(1+6% =
(1+6%)
& 0=20%2—-50+2
s 0=62—-250+1

2.5+ +v2.2 2. j:l
) 5 ) 5_{1/22}

= 91/2 =

N+ 97% 1= (1 + 9[/)7% =&+ 2515—1 = (]. + 2L)€t

m = 1+Z§ =(1+20)(1—0L+60’L* - 0°L° +...) &
= (1+2L — 0L —20L* + 6°L* + 26°L* — 6°L* — 26°L* + ..
= (1+( +(-204+6*) L+ (20° - ) L + .. ) &
(1+ (2—0) L+(2 0)(—0)L* + (2 — 0)(—0)°L* +...) &

t

m=et+(2-0)> (=0) a1

1=0

11
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Exercise 4

Did not cover this in lectures.

Exercise 5

(a)

VT - ) = (fzxt ) (%Zx)
(330) 2B =157
(% th_lgt) &N (0.E (a2,2))

Use the fact that z; L &,V¢

(7 e ) SN (0B (2) B (e)

Combine the two: (Slutsky)

VT@—ayﬁN(Qléw)

(i)

Use the fact that z; L vVt

( th 1vt) —N O E (:Bt 1) E (vf))
Combine the two: (Slutsky)

12



ﬁ<$—¢>$N<o,1_2¢2)

(iii) Write in matrix notation:

Yt | T 0 a
Tt 0 Ti—1 ¢

~~
X mt

Apply GMM:

ﬁ(ao‘) 2 N (0, Q)
¢—¢

And Q =E(XX")'E ((fX) (X)) E(XX")"

E(XX')! = E(27,) 0 1 ] _ 1 — ¢
I 0 E(z},)
, [ &t ]/ [ Tt—1 0 ]
nx =
i Ut 0 Ti—1
o , [ E (ef2?)) E(evaiy) ]
E((n'X) (X)) =
I E (5tvtx? 1) E (vfx?_l)
_ E () E (27, E(e0)E (v) E (
i E(e)E (v) E (xt—l) E(v7)E (fft 1)
B [ 10 2
- , T pe
0 1—¢? [ 11 ]
2 1 2

13
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Ccl =

&+ 1.96

_ 12
L 1-¢ = [1.203; 1.396]
VTV 2

14



Honoré
Exercise 1

(a) The issue is that the asymptotics for OLS only hold for n — oo, with a
fixed number of parameters. But as n — oo, the number of the «; also

goes to infinity.

Then, we cannot say anything about the distributions of (3,7, d).

(b) We should use first differences ( «; drop out):

Ayip = Axy B+ Axjy_ 1y + Axjy 50 + Aeyy

We need to start at T' = 4, otherwise the explanatory variables are not

well defined. Also note, that by assumption:

E (Afz‘t | Lity Lit—1, Lit—2, - ) =0

Thus, the errors are uncorrelated, and OLS should recover the coefficients.

Not super sure if GMM would be better with moment conditions:

E (Agjzy) = E ((Ayit — Azy B — Azfy_yy — AI,’M725) x,,) =0

Exercise 2
(a) )
V(B —8) % N (0,A7'BA™Y)
(27 exp (931-6)2) =E (27 exp (2z;3))
(727 exp (22;8)) = E (E (&7 | 2;) 2 exp (261;))
(a2 exp (352,)

wi-n5 (o E(x?exp(?)ﬁxi)))
(B-=8)= ( [E (22 exp (22:6))]?

Q‘

15



V(B —B) L N (0,071
[ =E(—x;exp (xzﬁ))

S=V (f( = V yz - eXp( = ) (exp( zﬁ))
d E (exp xzﬁ
5 pr= N ( E (z;exp (x )

VB —p) &N (o, (G’S*IG)_I)

G—F —Z; exXp (l’zﬁ)
—x? exp (z;0 + 2)
&
Sl=v
Yi; — €xXp (fﬂzﬁ) exp(2) Z;
N——
WTF?

Exercise 3

Approximately: (Nonparametrics, slide 11)

Bias(f(r)) = L2f"(x) / V2 (v)do
= %hgf”(x)/ﬁldv
1.1 N\ [ 22 171 .08
=ytiee (5 (5 1) 5 5
1,1 x 2 1
=yee (<5 (5-1)3

16



2
V) = 1y e (5
s oo (-4) ()] + e ()

1 1
=n"2exp(—1)27% + n_3/4ﬁ exp (——>

= const; n~1/? —+ constsy n—3/4

Exercise 4

(a) It is given by ¢ (x(5) 5, where ¢(-) is the pdf of a standard normal, and

0, the coefficient on the explanatory variable.

(b) We can estimate the marginal effect by:

9(3) = ¢ (x45) b
Also recall from the lecture that

~

V(B —B) % N(©0,%)

Now, we can apply the delta-method as g(+) is a non-linear function of f3.

Valg(B) — g(8) % N (o, (%&f))’z%a%m)

(c¢) Very long answer...

17
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Exercise 1
(a)
Ei (Vo1 |ee+e1=2)=FE; (6401 +08e | s =2 —&41)
=E; (6141 +0.8(2 —&4-1))
= E, (6111) + 1.6 — 0.8E, (5,_1)
=1.6

The optimal forecast is the conditional expectation of Y;,; given the

information that ¢, + &, = 2.

(b) B
(;3— Cov (Ytayt—l)
Var (Y1)
P Cov (Y;, Y;/,l) - Cov (5t + 0.8&71571, Et-1+ 0.8&}72)
Var (Y1) Var (g4_1 + 0.85;_2)

B Var (g;_1) - 0.8
~ Var(g;,_1) + 0.64 Var (g;_»)
0.8

Exercise 2

(a) It is not invertible. Let X; =Y; — 3, then

= & = Xt + 0575_1
= Xt + 0 (Xt,1 + 95,5,2)

t—1
= th() + Z QiXt_Z‘
=0

18



If |8] > 1, then #'cy does not converge towards zero as t gets large.
Therefore, X; cannot be expressed only by its lagged values plus the

period t error.

1 T T
=7 (th —92€t—980+96T>

t=1 t=1

1 « 0
:<1_6)ﬁzgt+ﬁ<€T_€o>

Apply Slutsky:

S
-
D
=
®
=
@
-+
=
o
~
<

—~

=
I
8

LW

Q.

S

o
I
.
8

S

VT (V2= 8%) 5 N (0,1-4(8)%)

Use ¢'(8)? = 4% and 8 = 5. Then:

VT (Y2 - 25) 4 N (0,100)

(d) If 8 = 1, this would lead to V' = 0 which is clearly incorrect. There, I
would do the following:

19



Yt—ﬁ=ut:€t—€m
D SRR
—— t— P =—F t
VT VT =

Now u; ~ N(0,2) but not iid anymore.

How further??

Exercise 3

(a)
D SRS o
t n¢:1t ¢ ¢ ni:1t
Stggtasftzgt

1 n
—> e B E(eq) =0 by LLN
n

I conclude that

Xt—>ft

MSE =E ((X, - &)°)

(15 )- (2B

J#i
=3 ZE zt + Z 5zt5]t

1 el =0 by iid N(O 1)

1
n

(c) Maybe MLE-estimator?

20



Honoré

Exercise 1
(a) CT=[6+1.96-SE(S)] = [0.227;0.962

(b) Reject the hypothesis:

= BA_ @0 _ 0092402 o ois s 106

) 0.115

2B =11-098+08-0.152+1-(—0.223) — 1.872

— —0.896
exp (@)
Py = 1|z;) = — 7 ~928.993
W= 1) = T o (@) %
@ OP (y; = 1| z;)
Yi = Z;
Obloodp (v | 2i) P (y: = 0 | %) - Botoodp
>~ ().202

Exercise 2
(1)
V(B —8) % N (0,A7'BA™Y)
A=E((1+282;)%)
B=0"E((1+ QBxi)Q)

Thus, we can simplify:

N

V(B —B) 5 N (o, o’E (1 + 26xi)2)_1>

21



V(B —8) L N (0,G71SG)

G =E(—; (1+28x;)) = — (B (2;) + 26E (7))
S=V (s — (B+ %)) w) =V (cim:)
=E(%2}) —E(si2:)’ =E (E (7 | 1) 2?)
= 0°E (2)
(3) A
va(i-8) 4N (0.(@576) ™)
C_E — (14 28x;)
| (1 +28x;)
G_v € R 622 512:171 _ 2 1 E (x;)
| e, 2z, e2a? E (z;) E(z7)

Exercise 3

e When we think that the treatment is that some variable x is greater then

some threshold c. Examples would be:

— let x be time, ¢ be the year 1989, and y is GDP growth in eastern

Germany. Since before ¢, eastern Germany was under communist
rule, one could interpret 1989 as the threshold after which the

treatment ”capitalism” was implemented.

— let = be school grades, ¢ be the cutoff to get into med-school, and y

be earnings. We can use this cut-off as a treatment.

e [t assumes, that the regressions in the counterfactual would continue

continuously. Also, that the treatment at ¢ actually causes a jump in y.

The following graph helps to drive the idea home:

22



Exercise 4

First, we get rid of the «; by taking first differences:

Ay = Axyfr + Axgifo + Aeyy t=2,3

Note, that we can use the following to find the moment conditions:

]E(ASZ',: ‘ $1i5> =0 Vt,s
E(Aéit ‘ $2i5> =0 WVt Z S

for x1; 1 E(Aeyxys) =0 Vs, t
E (Ayy — Az + Axoyfo) w15 = 0 Vs, t
— 6 moment conditions
for oy : E (Aeuzas) =0 Y(s,t) € {(1,2),(1,3),(2,3)}
E ((Ayis — Am1B1 + AxginBa) T2is) =0 V(s,t) € {(1,2),(1,3),(2,3)}

—— 3 moment conditions

Therefore, we can use 9 moment conditions in total, and GMM will work
to estimate (1, B2).

23
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Exercise 1
1 T
VT(ji—p) = s ; s
fi is the OLS estimator of the mean (regressing on a vector of ones).

(a)

(i) w is not an mds. Thus, we must use the ACGF:

1 T %)
ﬁgut$N<0, Z /\J>

j=—o0

M A(o0) representation:

Ut = (]_ - gbL)_lét = Z /\] =

j==o0

(1-9¢)
Putting everything together:

\/T(Y—u)i>N(0 o )

T(1-9¢)?

(i) Since we don’t have 6% and ¢, we will use V. = S2°° X, and

1=—00

Z?:_z A; is a consistent estimator for V. As Y is a scalar: \; = A_;

(i) Again, u,; is not a mds. Use ACGEF:

24



u=(1+0L)g = > X=0c"(1+0)

j=—o0

VT(Y =) & N (0,0%(1+6)?)

(i)
Ao = Var (Y;) = Var (u;) = 0 + 6%0*
A = Cov (Y3, Y1) = Cov (uy, upy1) = 0o

Cov (Y}, Yiur) =0 Vk>1
R 1 /- LN\ 1/2
oI = {M +1.96—— <)\0 + 2>\1> ] — [11.560; 12.640]

Exercise 2

(a) First. I will rewrite the model as

_ 1
Yt:§t+§(51t+€2t+53t>:£t+ut

J

Vv
=Ut

G=F&+e 3 =062
L N o, /
€t O Q Q:]_

From here, we can apply the Kalman Filter. The eight equations are
given by (ignore the blue text):

(1) &jp—1 = F&1p-1 =08-0=0

(2) Yyjo1 = &e—1 =0

(3) Pyt—1 = F?Pr_qpq1 + Q = 2.778
(4) hy = Py + R=3.111

(5) Ky = Py—1hy ' = 0.893

( )nt:}_ft—?ﬂt—l:?

(7) &y = &t + Kymy = 1.786

25



(8) Ptlt - Pt|t—1 - KtPt\t—l

We need one more thing to start the recursion, which is the initial values.
As it is AR(1) & stationary, use

§0|0 =K (fo) =0

Var (e 1
Pojo = Var (§) = 5 _(th) = g = 2778

Now, we can go through the equations and plug in numerical values (in
blue) to find éﬂt = 1.786

(b) Use the eight equations to iterate through ¢ periods until we find &, as
the best guess for &;.
Exercise 3

(a) T don’t think so. My explanation would be that we have 2 innovations
for only 1 variable. Thus, we cannot recover ey; ad €9, from past values

of Y;. Therefore, not invertible.

(b)

(@) o
Y 3 — E Oni€it—h—3 — E On 2624 h—33
h=1 h=0

Y, =1+ | Onic1i—1 + 0216142 + 051

+0pc1t-a+...) + Z On 2621
h=0

o0 o0
=03, Y, 3 — E 9h1€1,t7h73— E 6h,252,t7h73,3
h=1 h=0

o0 o0
+ €1t + E 01 nEt—n + E Ono2€2t—n — U31€10—3
h=1 h=0

We see that the "error” is serially correlated. The OLS regressor is

inconsistent.

26



Cannot really prove why though. Maybe be cause we don’t know is

6] < 1, which would make it stationary.

(c) X X
€1t = E (Zt - et) = EZt — €

WTF?

27



Honoré

Exercise 1

(1) CI =[3+1.96- SE()] = [-0.132;0.765]
(2)
©'f = 3.134

Ply=1]2) = 20

_ =~ (0.93209 = 93.209
1+ exp (/) 8

We see that the estimated probability is higher than the average at ca.
90%. This is the case because ...7

(3) Logit-model:

(i=11w)  exp(xif) B~ —0.035
O0z; (14 exp (z58))
Linear model:
Wi=112) _ g oo

Oy
Probiy model:

Wi=1171) o 037

8:@1

We see that (in absolute terms), the linear model gives age the highest
marginal effect, followed by the probit model. The logit gives age the

lowest marginal effect.

Exercise 2

(1) Let f (i, 8) = exp (B1 + xif2)

28



= VS (1, B) = exp (81 + xi52) _ /

| exp (Br + xiBa) x; f

f@nB)?  f(@np) e ]
2

VIE) - (V) =
- g i f($i>5)2 T f(l'i,ﬁ)Q Zi

From lecture & by heteroskedasticity:

V(B —8) % N (0,021@{ [ 1‘ " ] f(xi,ﬁf} )

(2) Assume efficient MoM, then we have

ﬁ(@—ﬁ)iN( g (L0 g (L ))

yi — exp (B1 + z:32) ] _ [ fi() ]
| Yi —exp (81 + xifBa) w; -
of (@, B) _ | OR()/0B 9fi()/95, ]
96 | 0/2()/0B1 0f2()/08Bs
—exp (b1 +xifa)  —exp (B +zib2) 7 ]
| —€xp (B1 + xifa) 2 —exp (Bi + xifa) 7

f(z,8) =

29



E {af (5, 5)] - _F —exp (B1 + z:02) —exp (B + zif2) x;
—exp (B +xi02) v —exp (b1 + wifa) @}

yi — exp (81 + zif2)
yi — exp (81 + zi32)

S=V|f@.p]=V

€ S o ) 1z
=V =E =co‘E
2 2 2

Exercise 3

(1)

(2)

Synthetic controls are used to see if a treatment had an effect on some
aggregate outcome (e.g. on city level). Since no two cities (or places) are
identical, one might struggle to find a perfect control. Therefore, one
might construct a synthetic (i.e. artificial) control by averaging other

cities” characteristics (using weights if desired).

This is the average treatment effect for the complying subjects in a
randomized experiment. One can estimate it using 2SLS where the
treatment group is the instrument, and the treatment is the variable of
interest. It is used if one is concerned with heterogenous & unobservable
treatment effects as well as if there is a reason to believe that there may

be noncompliers.

Exercise 4

(1) We assume that there are matches across treatment groups: 0 < Pr(D =

1|X) < 1. Also, we must assume that conditional on X (which is age
here), the treatment outcomes (Y7,Y)) are independent of D (which is

assignment of treatment group).

ATET = 3.5
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Treated  Untreated Differences

Age Y | Age Y AY
25 100 | 25 80 20
30 50 | 30 60 -10
35 40 | 35 40 0
40 40 | 40 325 7.5
45 25 | 45 25 0
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Exercise 1

(a)
1— oL
1 _er”
=(1—¢L) (1+ 0L+ (L) + (OL)* +...) y
— (1= ¢L+ 0L — ¢AL* + (AL)* — ¢0°L* + (OL)* — 66°L* + .. ) s
= (L+ (0= @)L +6(0 = 9)L* +6*(0 = $)L° +...)
=y + (0 —9) [y—1 + Oy—s + Pypz+ .. ]

€t

Thus, if we know ¢ and # and all y;_;Vi > 0, were able to reconstruct &;.

(b)
et ~ N(0,1)

¢2
Yiler = dy—1 tetler ~ N (Et, 1_—(152)

1
N ’ =z 1
Et 0 1 1

E(e |y =2)=0+2(1—¢*) =2(1—0.64) =0.72
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Exercise 2

(a)
9 = (pri-1 + ep) (Qup—1 + &)
= PP (Ti—1U—1) + Qus_1€6; + pTy_164 + €16,
=791+

where v = p@; a; = Qus_1€; + pri_16 + €18
Now, also a;_1 = Qus_ge,_1 + pri_9ei1 + €i_1641

Note, that E (a;a;—1) = 0, as either e, or &, will enter every part of the
sum, and both are independent of the rest. This also holds for E (a;a;;),

where j > 1. Therefore, a; is serially uncorrelated.

(b) e {y:, 2} is ergodic & stationary by |p| <1 & |¢| < 1
e E(g;) =0since E(xy) =E(w) =0

e {g;} is not mds

(1) Construct estimator

—1 —1
Bors = (% Zx,?) <% ZiUtZ/t) = <% 253?) (% Zﬁl’? + gt)
1 a!
o (rX4) (7 2n)
(2) Show convergences

-1
(%Zﬁ) %E (@2 =1-p* by LLN & CMT

1
7 S 95 N(0,Q) by CLT

(3) Combine (1) $ (2):
VT(B-B) % N (o, E («?) " OF (xf)_l)
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(4) Find Q :
First, the M A(c0) representation of g; is

g = (1 - VL)_lat

Therefore, the ACGF gives us

Now, we find Var (a;):

Var (a;) = E [(¢Ut—1€t + pxi_1€r + €t5t)2}
=E [¢2uf_1ef + pPa? e + efsf] by e; L g
= ¢°E [uf_l] +p°E [xf_l] +1
2 2
L r
1—¢2 1—p

5 +1

(5) Express V:

2 2 2
V:QE(xf)_2:<1i7> Lf¢2+1fp2+1 (1— )’

=P+ A=)+ (1= p*) (1= ¢?)

(1—¢2) (1 —p2) (1 —~)2 (1-¢7)
_ 1_p2¢2 2\ (1—’}/)(1—|—’y) )
“Tmmar ) T aem a7
_1—1—71—/)2
Cl—n1—¢?
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Exercise 3
(a)
T
min Z (e — :b)% + \b?
t=1

T T T
mbinzzyt2 - b-QZyt:vt +bzz$f + b2\
t=1 t=1 t=1
T T
FOC: =2y, +2b> af +2bA =0
t=1 t=1
T -1/ )
@b:(AJerf) (Z%%)EB
t=1 t=1
(b)
) T -1 /7
E (5 | {$t}tT:1> =E <>\ + Z ﬁ) (Z zy (20 + 5t)) | {$t}tT:1
t=1 t=1
T -1 /7
=K <>\ + Z $§) (Z 7+ $t5t> | {i}ie,
t=1 t=1
T -1 /7
:</\+fo) (Zw?ﬂ)%ﬁ if A0
t=1 t=1

Yes, the estimator is biased. A ”punishes” large values (in absolute terms)

of §.
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V(1 teals) £ ((3-E (51 1e0)) )
=K (/\ + Z xt) (i $t5t> | {z:}i,

= ()\ + me) (Z It&t) | {ﬁt}le

(%) (&)

-1
For the OLS, we would have Vors = (Z;‘le xf) . Thus, the ridge

estimator has a lower variance!

Exercise 4

(a)

1 ifth=0
Oyrn )04 ifh=1
SO o2 ifh=2
0 else

\

(b) Take this with a grain of salt, [ am not sure if I did this correctly.
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Yt = Yp—1 + ¢ + g1 + bagy_o
=Yo+ e+ 0160+ O3+ 4+ 11 + Orgi—o
=Ys+te ot biei 3+ 0 g+e1+ 0160+ 0,3+ ¢+ g1 + Oagyo

t—1 t—1 t—2
= Yo + Z €—i + 6 Z Ei—1—; + 0o Z Et—2—i
i=0 i=0 i=0

1 ifh=0
=4q1+6; ith=1
1+91+92 ifh>1

OYysn _ Oy
8& 8£t_h
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Honoré

Exercise 1

(a) see table

treated untreated ATET
age | outcome | age | outcome | Diff | P(X | D =1)
25 80 25 100 -20 1/8
30 60 30 50 10 2/8
35 40 35 40 0 2/8
40 35 40 40 -5 2/8
45 25 45 25 0 1/8
ATET = é(—QO +2-10—-2-5)=-10/8 = —1.25

(b) That the outcome given age is independent of the treatment. IL.e. there

is no self-selection. Also, Pr(D | age ) € (0,1), i.e. for all ages I can find

observations in either group.

Exercise 2

(a) No. This is the reference category & its effect is included in the intercept.

Including it would introduce perfect multicollinearity, breaking the model.

(b) CI =[6=+1.96-SE(S)] = [0.118;0.309]

(c) Linear model:
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P(Yi=1]|w) =18

=40 - 0.0402242 age
+ 40% - (—0.0005327) age”
+1-0.0260638 white
+1-0.3038465 college
+ (—0.1445535) intercept
=~ 94.200%
Logit model:
/
e 1a- 220

x;8 =40-0.2134573 age
+ 40% - (—0.002834) age?
+ 1-0.1350566 white
+1-1.499036 college
+ (—3.335203) intercept

Probit model:

x;8 =40-0.1267975 age
+ 40% - (—0.0016807) age’
+1-0.0979536 white
+ 1-0.9029787 college
+ (—2.010371) intercept

P(yi=1]z;) = (x;8) = ¢(1.373)

(d) Since the logic uses a non-liner function, one should use the delta method

to find the estimators’ distribution. Alternatively, one could obtain the CI
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on the coefficients z and then apply g (z;5) = exp («}) / (1 4+ exp (23))
to the bounds, since ¢(-) is strictly monotone & its output is one-

dimensional.

Exercise 3

The regression discontinuity makes sense, if a treatment is considered as x
being greater than some cutoff ¢. The idea is that the relationship between
x & y is different when = < ¢, than when x > ¢. One assumes that the two
regressions continue smoothly in the counterfactual areas. The following graph

helps to show the idea:

reression f x>c

P 52

Example: Let x be time, ¢ is 1989, and y the GDP growth in eastern
Germany. Since the Berlin wall fell in 1989, it makes sense to model this as a

regression discontinuity (ignoring the time series properties for the moment).

Exercise 4
(a)
f(2i,0) = y; — exp (%b)
f' (74,0) = —x; - exp (z;b)
V(b —8) % N (0,E (—a;exp (2,8)) " E (exp (22:)))
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Done?

Of (zib) | —exp(wb) z;
o

—exp (x;0) x?
Vb —8) % N(0,%)
Y= A'B'LSI,BA™!

= E (exp (2b) %)2 +E (exp (x;b) xf)2
B_E <8f (:v,b)) g [ —exp (x;b) x; ]

o — oxp (a:b) a?

S = Var (f (x;,5)) = Var

[ exp(2z;8)  exp(2x;5)x;
I exp(2x;0)x; exp(2z;0)z;
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Exercise 1

(a)

Ty =Yt + Y2

E(2:) = E(y:) + E (yi—2) = pty + 1y =2, V2

(2)

Cov (21, Tr1k) = Cov (Ve + Yi—2, Yerk + Yrrk—2)
= Cov (Y + V-2, Yr+x) + Cov (Y¢ + Yt—2, Yrrr—2)
= Cov (Yt, Yer) + Cov (Y1—2, Yerk) + Cov (Yr, Yeru—2) + Cov (Ye—2, Yr1k—2)
=X + Arsz + Mz + M
=2A\p + A2 + o2 VI

Where A\, = Cov (y;, yex) does not depend on t by stationarity of y;.
This concludes the proof.

(b) T do not believe that x; is strictly stationary, since it is made up of

stationary series: x; = 4 + Y¢_o.
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Exercise 2

(a)
E (- 2)?) = E (% (2ot e+ ex) = ) ]
o ()
— L (B () + B () + 28 (euen)
— 3(1 +440) = Z
(b)

E ((>\1y1t + Aoy — l’t)2)
=K ((/\1 (It + 6175) + )\2 ({L‘t + 6275) - J]t)g)
=K (((/\1 + )\2 — 1) Tt + )\161,5 + /\Qegt)Q)

Let )\1 + )\2 = 1, then:

MSE =E (()\161 + )\2€2t)2)
= A +4(1-N)°

FOC :

20 +8(1—A) (=1) =0
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Exercise 3

(a)

E (22)7" =8/3
E (ZBtet) =K (0.51',5_1 + &+ 77t) (0.8€t_1 + 77t)
=0.4E (xt,let,l) + E (?7t2) 7£ 0

Since z; and e; are correlated, B is inconsistent!
(v) 1
T - T
~ 1 1
p= <— Zt$t> (f Z: Zt?Jt)
~1
o+ 1i 55
T 2Lt T Zt€t

t=1

1 & T Z
Z thL't> _T Z ztet)

t:1

N[ =

T —1
( Z tht) 5HE (ztxt)‘l =E ((g; +v¢) (0.5241 + & + nt))_l =E (5?)_1 =1
t

s

35~

) 43 02 ()26 = (02 )

t=1
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In combination, this tells us (using Slutsky):

2
(1—0.64)

\/T(B—ﬁ)iﬂ\f((), ):N(0,5.6)

Exercise 4

. <ln§FT))1/2<M+ Z@)W(W th _(ln(T))1/2>

=P %;6t<ﬁu—l( 1/2> ( Zet<—ln )2 — \/_u>

Since \%Z& = N(0,1) :

= @ (VT = (1)) 40 (= n(T)12 = VTps) 2% (00)+0(—00) = 1

P (3?2 < lnéjT) Yo = €t> =P ( (% ;%) < lnéjT) Yt = €t)
_p ((% ;87&) _ ln(TT)) =P ((LT ;&) < ln(T))
=~ P (x; < In(7)) T2y



Honoré

Exercise 1

(1) MLE:

P(y:yi‘xi)

@
Il
_

"
o

P(y =1 | l‘,‘)yi (1 — P(y =1 | xi))lfyi

i (H(—f%) 0 ()

248 —In (1 + exp («8))

@
Il
—

I I
|'M: I E: E:

I‘M:

ob Zylwz C 1+exp(2)d)

71§ exp )4+ exp () —exp () e o)
o (1 + exp (b)) ’

"L exp (z)b) z; exp (x}b) ,
-y e (1 )
— 1 + exp (D) 1 + exp (x}b)

_ Z exp (x}b) 1 !
1 + exp (x}b) 1 + exp (2} b)

2 N\ —1 -1
E % _ .| (xlb) 1 v
ob? 1 + exp (2}b) 1 + exp (x}b)

i=1

d exp (7;b) 1 ; h
J\/ﬁ(bﬁ)_)N(O’E{1+exp(ft’b)1+eXp($b) x} >
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Vb —p8) % N (0,A7'BATY)

Of (x:,8) _ _exp(xf) L
B Lexp (2i0) 1 +exp (i) * ,
a=e[(%52) (52| -5 o e
B=E :IE (7 | ;) <8f (axg 5)) (af (azﬁ B))l]

B (e @) L+ exp (@)

1L

exp (;5) exp (273) ,}

(3) V(b —B) % N(0,V)
Let it be efficient GMM : V = (G&'S7'G)~"

G-F (%ﬁ) =K {(1 f};i;()x(ﬁ;))ﬁix;]

B 1) ] =B [ e

V(b= B8) % N (O,E [( exp (7;3) ))2%] —1>

1+ exp (z}
(same as in (1))

(4) B L argmaxE (In (£ (ep) =  # 6

=% (08 (ZEED) y e (2N

It will be inconsistent but it will choose the ”best” estimator in the class

of f(-).
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Exercise 2

(1) This will lead to issues since we are actually regressing y on its lagged

values. This means we have an endogenous error term & the estimator is

not consistent.

(2) We should take first differences:

t | regression equation

5| Ayis = Axisf1 + Ay Be + Acys
4| Ay = Ay 1 + Ayizfa + Aciy
3| Ayiz = Ariz b1 + Ayiofla + Acys

We can then use the following instruments:

t | instruments

Yi3, Yi2, Yi1 {l‘z‘s}i:l
Yi2, Yi1 {Jiis}i:l
Yi1 {xis}izl

W = Ot

Note: cannot use forward looking instrument due to exogeneity constraint.

We must assume that the instruments are valid. The model is over-

identified if there are more instruments than regressors.

Exercise 3

(1) Conditional on age, the assignment is independent of the outcomes that

a person would have.
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ATE =

EYl Yo) =E(E(Y: | Xy, D

100
—i— 80 20
17

4 <55+50 +65)

3
S (40— 50+3O
17

4 (40+35 45+20)

3 (20—1—25 _25>

2

48
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—E((Yy | Xy, D
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Exercise 1

First, notice that by yg = 0 we know that

fy)=f(e1) =y ~N(O1)
T el vear) = F @yr + e | e—1) = ¥ | Y1 ~ N (P11, 1)

f (}/1:507 YE’)2:100) :f (}/52:100 | Yi:50) f (Y1:50)
50

:f (Y})zzwo | Y1:50) Hf (Yt ‘ Y;tfl) f (Yl)
t=2
50

=f (Ys2:100 | Y1:50) f (Y1) Hf(Yt | Y1)

t=2

50
1 1 1 1 )
=f (Ys2:100 | Y1:50) exp (——Yf> H exp (—— (Y, — oY1) )
2 2 s V2T 2
100

= H J (Y3 | Yier, Yiso) f (Ys2 | Yiiso)

At this point, we should find out how Y5, is distributed:

Yao = @Ys1 + €50 = ¢ Yo + de51 + €52
= Yso ~ N (¢°Y50, 1 4 ¢%)
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Use this information in the expression above to find:

J (Y150, Y52:100) Zm exp (—m (Vao — ¢2Y50)2>

tﬁ;\/—exp( 7 t—beH)?)

-\/12_7Texp( ; 1) Hmexp (—l(Yi ¢Yt—1)2)

R Uy (Yar — Vi)

“(yz) o _§<Y1+ [

-ﬁex —l(Y—d)Y ) -ﬁex —l(Y—ng )
11 p 5 ¢ t—1 11 p 5 t t—1
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Exercise 2

Yt — B = U
1 T 1 T T/2 T
EOWEVEE D SUEE A DIV Dt
t=1 t=1 t=T/2+1
1 T/2
:? Zut—l— Z &+ Z €t—1
t=T/2+1 t=T/2+1
1 T/2
:? Zut—i— Z &+ Z €t+5T/2_5T
t=T/2+1 t=T/2+1
T/2 T
2 Er/g — €
Y w3 s TR
t= T/2+1
T
\/_t T/2+1 \/T
_ _\/__ Z/ 2 V2 i 5T/2 —é&r
VT V2 = TR N VT
1 72 T € €
_ T/2 —ET
V2 (T)2)12 T/2 )1/2 Zut+\/_ T/2)1/2 Z &t VT
t=T/2+1 N ,
~ ~~ o P
LN (0,1) 2 N01) =0
_ d 1 5
VT(y—p) = N0, 5 +2) = N0, 5)
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Exercise 3
(a)

Yr = €418 + 1wy

We know

-1
1 « _
(f 25?+1> SE (e741) =1
t=1

Now, look at the other term. Note the following:

Up = U1 + &

Zuf :Zuf,l—l—QZut_lat—irZaf
p e =g | S - g Tk - 1 el

1 1 1 a 1
1 B 2 a1
2
%(Zthvgt)

Apply Slutsky in (1) using (2) & (3):

92

(3)



A 1 < - 1 « a 1
ﬂ—/B: (ftzlef—i_l) (ftzlgt+1U/t> — 5 (X%_ 1)

(b) First, note that (2) would change:

1 & B 1
P -1
(T 25?+1> = E(f) = 5
t=1
Second, (3) would change:

1 a1,
T E Up 1€ — 5 (s — 5) where s ~ N(0, 5)
Thus:

1

10 (i =)

DN | —

boph (2 5) =

Exercise 4

(a)

Y = TS+ up = 0y = 24Uy
E(o¢ | Q1) = E (¢ [ Q1) E (ue | Q1)
=E (e +ver1 | Q1) E (e + g1 | Q1)
=ve;_10g,1 #0

Thus, o, is not a MDS.
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M =E (o) = E (e2) = E (a2) E (1) = 2 (1 77) o2 (14 6°)

A=A, =E (mtxtflututfl) =K (xtmtfl) E (ututfl)
=E (¢;_,) 0E (&7_,) = vo200?
/\j:)\_j:() VJ>2

(3) by Slutsky:

1 5 1 d
o [ e
V= (02 () a4 (1) 2 (1407)
_ 2902002 + 02 (1 ++%) 02 (1+ 6
(02(1—1—7))

(b) We saw, that A\ = A_o = 0. Therefore, we ignore it.

Cl,s = [5 +1.96

— |p+1.96— \/ :pz (XO+2X1)]
— |f+£1.96—— \/ xf <X3X3+2X§ciy>]

:{21i196 V5 2(5-442-1- 14)}

20 + 2.8\ /2
2.110.196(0+ 8) ]

25

— [1.913;2.287]

o4



Honoré
Exercise 1
(1)
(a) CI=[6+1.96-SE(S)] = [-0.652; —0.214]

(b) Since 0.2 is outside the C'I, reject.

=\ 1 | — 28~ -2189
1

Ply=1]|a) = exp (735)

= =~ 10.078
1 + exp (25) %

(3) Linear: %;1'“) = 3, = 0.307

Logit: 2PW=lt) — 8, P (y; = 1 | 2;) P (y; = 0] x;) = 0.199

Exercise 2

Use first differences. Also note that the exogeneity holds for forward looking
instruments.

Differences:

Ayis =7 Ayis + - Azig + Aciy
Ayis =7 - Ayio + B - Azys + Aeys

Moment condition: (since E (x;sAey) =0 Vi, s)

E (2is (Ayia —v - Ayis — - Azi)) =0; s=1,2,3,4
E (xz's (Ayis -7 Ayi2 —f- Axi?;)) =0; s=1,2,3,4

Thus we have 8 moment conditions.

%)



Exercise 3

This is a sequential estimator.

p— X
Let f(Xi, p1,v) = e (X, — ﬂ)’“
Define Z
LIS IR

As we saw in the lecture, R; = 0 would be sufficient for the limiting
distributions to be the same. If {X;}._, follow a symmetric distribution, then
Ry = 0 for all even k. For odd k, we would need to correct, i.e. the distributions

won’t be identical!

Exercise 4
(a) Va(p—B) 5 N(0,A"'BA™)
where A = E [(exp (x:8) xz)ﬂ = E [exp (22;8) 7]

e7 exp (22;3) xﬂ

E (7 | z;) exp (2x;3) 27 |
oxp (2;3) - exp (2;3) 77
exp (3z; ) x,ﬂ

(b) V(B —B) 5 N (0,G1SG™)

where
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G = E [—y;z; exp (—x;0)]
=E[-E (y; | 7;) z; exp (—2:0)]
= E -]
S=V(f(z:,8)) =V (yiexp (—:0))
= E [y} exp (—22:0)] — E [y exp (—:8)]”
=E [E (y; | z;) exp (—2z;8)] —E[E (y; | z;) exp (—z;0)]?
= E[(exp (z:8) + exp (22,5)) exp (—22,5)] — E[1]*
= Elexp (—xz;8) + 1] — 1 = E [exp (—z;5)]

Exercise 5

When (Y7, Y)), i.e. the outcome, is independent of D conditional on X, then it
is also independent of D conditional an P(X). Therefore, one can also match
based on P(x) instead of x.

This does not rely on a functional form or parametric assumptions for

identification.
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